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A simple molecular model consisting of parallel hard oblate ellipsoids with superimposed square-well
attractive interactions of variable range is considered for the study of the phase behavior of thermotropic
discotic molecules. A density functional theory appropriate for nonuniform fluids is formulated in which the
hard-core contributions to the free energy are treated within a nonlocal weighted-density approximation
�WDA� while the attractive contributions are treated at a mean-field level. It is shown that the columnar phase
becomes stable relative to the nematic phase at fluid densities for a range of values of the range of the attractive
well. In these cases, the region of stability of the columnar phase is bounded at high temperatures by a
nematic-columnar-solid triple point. The calculations show that if the attractions are made too long ranged
�� /D�0.84 for particles of aspect ratio of L /D=0.1, where � /D is the range of the attractive interaction in
units of the molecular diameter D�, columnar ordering becomes unstable and the nematic phase dominates at
all fluid densities. It is shown that columnar ordering is also predicted when the density functional theory is
supplemented with the smoothed-density approximation �SDA�. Computer simulations have also been carried
out for a particular choice of model parameters; our simulation data confirm the stabilization of the hexagonal
columnar phase between the solid and nematic phases. A comparison with simulation data allows us to
conclude that the WDA provides a fairly good description of the columnar phase and very good agreement for
the nematic-columnar transition properties. On the other hand, our calculations show that the SDA largely
underestimates the transition pressure and predicts a too-strongly first-order nematic-columnar transition.
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I. INTRODUCTION

The ability of highly anisotropic molecules to form liquid-
crystal phases, which possess intermediate order between
the fully disordered isotropic liquid and the fully ordered
crystalline solid, is well established �1–3�. Early works
concentrated on elongated molecules, and it is, by compari-
son, only recently that the existence of liquid crystalline
phases of disklike molecules has been confirmed �4,5�, and
numerous disklike mesogens have now been identified
�1,3,6�, including suspensions of hard-colloidal platelets
�7–10�. The phase behavior of discotic mesogens typically
includes nematic �positionally disordered� and columnar �po-
sitionally ordered in two dimensions� phases. In the colum-
nar phase the particles are stacked in columns arranged in a
two-dimensional lattice, while the particles within a column
have liquidlike positional disorder. A number of variants of
the columnar phase have been proposed in terms of the space
groups of the planar arrangement of the columns, their tilt,
and the correlations between the particles within a column
�most typically the columns are fluid� or between columns
�3�. Understanding the mechanisms that lead to the organi-

zation of oblate �disklike� particles into columnar phases is
of current fundamental and practical interest, as these phases
can show electronic conductivity along the column’s axis for
specifically tailored molecules �11�. Furthermore, disklike
particles are also of interest in models of clay suspensions
�12–14� and in biological fluids �15–17�.

Computer simulation studies of hard-body models have
been able to confirm the ideas put forward by Onsager �18�
that liquid-crystalline phase transitions could be understood
in terms of anisotropic excluded-volume interactions and
have shown that it is possible to stabilize nematic, smectic,
and columnar phases in fluids of both oblate and prolate hard
molecules �19–25�. In addition, these simulations have estab-
lished the importance of the molecular shape in stabilizing
the different types of liquid-crystal phases. For example, al-
though hard spherocylinders and hard cut spheres exhibit
nematic, and smectic or columnar, liquid-crystalline phases,
hard �prolate and oblate� ellipsoids exhibit only a nematic
phase �22�. The absence of columnar or smectic phases in
such systems has been rationalized in terms of the aniso-
tropic scaling that maps a system of parallel hard ellipsoids
into a fluid of hard spheres �25,26�. This excludes the possi-
bility of observing fluid phases with partial translational or-
der in such systems. Similarly, no columnar phase was re-
ported in the early simulations of infinitely thin platelets
�19,20�, although more recent studies �27,28� point to the
existence of the columnar phase in systems of hard cylinders
in the limit L /D→0 �L is the thickness of the cylinder and D
its diameter�. The onset of columnar ordering has been re-
ported in fluids of hard-cut-sphere platelets of varying aspect
ratios �29,30�; a cubatic phase was also predicted by the
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simulations �29�, but this phase has so far not been seen
experimentally. By contrast, simulations of perfectly parallel
hard cut spheres of aspect ratio L /D=0.1 suggest that lay-
ered structures characteristic of smectic phases are stabilized
in place of columnar phases �31�. Though the study reported
in Ref. �31� was limited to a single value of the molecular
aspect ratio, it seems to indicate that a degree of orientational
freedom is needed to destabilize the solid phase with respect
to the columnar phase in models of hard particles.

In spite of the importance of hard-body models, one
should bear in mind that interactions in most real systems are
not purely repulsive and, in formulating simple models of
complex fluids, attractive interactions should also be taken
into account; they are responsible for stabilizing phases oth-
erwise not present in hard fluids and provide the
temperature-dependent phase behavior crucial for modeling
real mesogens. A typical example is provided by the Gay-
Berne potential �32�. This model potential incorporates an-
isotropic attractive interactions to favor side-by-side or face-
to-face configurations in systems of prolate or oblate
molecules, respectively. It has been very successful in mod-
eling the phase behavior of thermotropic liquid crystals and,
for carefully chosen parametrizations, rodlike Gay-Berne
particles are seen to exhibit not only nematic phases, but also
a variety of smectic phases �33–37�. Parametrizations of the
Gay-Berne interactions have also been proposed to model
disklike mesogens �38–41�, and phase diagrams including
columnar phases have been reported. Caprion et al. �41� have
carried out a systematic study of the effect of the energy
anisotropy parameter �� �the ratio of the edge-to-edge and
face-to-face attractive interaction� in this model and find that
large anisotropies are required to stabilize the columnar
phase. Their study serves as an excellent example of the
importance of both the repulsive and attractive contributions
to our understanding of the phase behavior of real mesogens.
They also highlight an important aspect often neglected in
experimental works—the effect of pressure—and construct
pressure-temperature phase diagrams for different values
of ��.

Theoretical approaches for systems of nonspherical mol-
ecules are far from trivial, especially for the case of phases
displaying positional ordering in addition to long-range ori-
entational order �e.g., smectic and columnar phases�. A num-
ber of studies have been carried out to account for the smec-
tic phase, mostly related to the case of systems consisting of
prolate molecules �see Ref. �3� and references therein�, but
comparatively few have been concerned with columnar or-
dering in systems of disk-shaped molecules. One reason can
be ascribed to the mathematical difficulties associated to the
description of anisotropic systems characterized by a
strongly varying periodic density wave in two dimensions.
An additional difficulty is related to the fact that the Onsager
approach, which relies on truncation of the free energy at the
level of the second virial coefficient, is justified for long
rodlike molecules but is not as accurate for platelets �18�.

Early molecular theories for the nematic-columnar transi-
tion �see, for instance, Ref. �6�� were formulated as exten-
sions of the McMillan-Kobayashi mean-field theory of the
smectic-A phase �42,43�. Unfortunately the McMillan-
Kobayashi model neglects the excluded-volume interactions

arising from the repulsive interactions at short distances �see
Ref. �3� for more details�. A more successful formalism to
treat positionally ordered phases is provided by a density
functional scheme, where the free energy of the system is
written as a functional of the one-particle density ��r� with
the appropriate symmetry �44�. Thus, positional order can be
described by allowing ��r� to develop modulations along the
director �for the smectic phase� or in the transverse plane �for
the columnar phase�. The density functional formalism has
been applied to the study of columnar ordering in systems
such as parallel hard spherocylinders �45�, parallel hard cyl-
inders �46�, and in mixtures of aligned cylinders �47�. In a
more recent application, Coussaert and Baus �48� have re-
ported a theoretical study of the columnar phase in systems
of discotic Gay-Berne molecules using a density functional
theory. The contribution of the repulsive interactions to the
excess free energy is treated within the smoothed-density
approximation �SDA� �46�, and the attractive contributions
are incorporated in a perturbative way by making use of a
van der Waals–like mean-field approximation. They consider
isotropic, nematic, and columnar phases and investigate the
phase behavior for various parametrizations of the Gay-
Berne potential. Their results are in qualitative agreement
with simulation data, although they find that the theory un-
derestimates the stability of the nematic phase; in addition,
the isotropic-nematic and nematic-columnar transitions are
found to be too strongly first order. Finally, an accurate de-
scription of the thermodynamic and structural properties of a
dense columnar fluid of hard disks has also been provided by
Wensink �49� using a modified cell theory. The resulting ex-
pressions are very simple and find excellent agreement with
simulation data for both the equation of state and the inter-
columnar and intracolumnar spacings. Unfortunately only a
hard system has yet been considered.

Here we will be concerned with the description of the
columnar phase, highlighting the importance of the coupling
between anisotropic short-range repulsions and the longer-
ranged attractive interactions in stabilizing columnar order-
ing in a particularly simple model of disk-shaped molecules.
This is of direct relevance to the recent work by Bushby and
co-workers �11,50,51� who have been concerned with im-
proving the properties of columnar liquid-crystal materials
stabilizing the phases by complementary quadrupolar and
van der Waals �dispersion� interactions. They have been able
to design materials with higher intracolumnar and interco-
lumnar order than conventional columnars. It is interesting
also to mention the work of van der Kooij et al. �52� who
have shown the rich phase behavior that can be observed in
suspensions of sterically stabilized platelets by inducing at-
tractive depletion interactions mediated through nonadsorb-
ing polymers. In our model, the repulsive and attractive in-
teractions are highly correlated, and even if the attractive
interactions have spherical symmetry, the anisotropy of the
repulsions are expected to build correlations onto the attrac-
tive interactions. This mechanism, which is at the heart of the
generalized van der Waals theory for nematics introduced by
Gelbart and Baron �53�, has been invoked to explain the
stability of the smectic phase in model systems of rodlike
molecules in a recent work �54�. We follow this idea and
investigate whether this mechanism can also stabilize the
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two-dimensionally ordered columnar phase in a model sys-
tem of disklike molecules with ellipsoidal symmetry. The
model can be considered as a generalized version of the
square-well model appropriate for nonspherical molecules
and includes both repulsive and attractive interactions, as
does the Gay-Berne model, but at a much simpler level. For
this purpose, we present a density functional theory based on
the weighted-density approximation �WDA� of Tarazona
�55� to account for the spatial inhomogeneities of the colum-
nar phase and incorporate the isotropic attractive contribu-
tions to the free energy at a mean-field level. At this point we
treat the simplest case of parallel molecules. In addition to
simplifying the theoretical treatment, this model is of interest
since in the case of related models �hard cut spheres� com-
puter simulations indicate that the smectic rather than the
columnar phase is stable �31�. We show here that a model of
parallel hard oblate ellipsiodal particles with isotropic attrac-
tive interations can give rise to a stable columnar phase and
confirm this result by comparison with computer simulation
data obtained as part of this work. A comparison of the the-
oretical predictions with simulation data shows that the
WDA provides a far better description of the columnar phase
than the simpler SDA.

We describe the generalized anisotropic molecular square-
well model in Sec. II. The density functional theory is for-
mulated in Sec. III where we also give details pertaining to
the WDA and SDA used here. The theoretical predictions for
appropriate values of the molecular parameters are presented
and discussed in Sec. IV, together with simulation data and a
comparison with the theoretical predictions. Our conclusions
are summarized in Sec. V.

II. MOLECULAR MODEL

We consider a fluid system of axially symmetric oblate
particles. Orientational fluctuations are disallowed by con-
straining the symmetry axis of the molecules to remain par-
allel to a common direction, here taken as the z axis. Thus,
the interaction energy contains no explicit dependence on the
orientational degrees of freedom. For a pair of molecules
located at positions r1 and r2, the interaction energy is ex-
pressed as

u�r12� = urep�r12� + uatt�r12� , �1�

where urep and uatt represent the repulsive and attractive parts
of the pair interaction, respectively, and r12=r2−r1 is the
intermolecular vector. The molecules are assumed to consist
of a hard core with ellipsoidal shape determined by its short
�L� and long �D� principal axes, the molecular volume being
v0= �� /6�LD2 �see Fig. 1�. A measure of the molecular an-
isotropy is given by the aspect ratio �=L /D, with ��1 for
oblate molecules. The repulsive pair interaction is therefore
given by

urep�r12� = �� if r12 � 	�r̂12� ,

0 if r12 
 	�r̂12� ,
� �2�

where 	�r̂12� is the distance of closest approach between two
parallel hard ellipsoids �PHE’s�. Here, r12 is the distance be-

tween the molecular centers of mass and r̂12=r12/r12 is a unit
vector along the intermolecular vector. The attractions are
modeled by a square-well interaction

uatt�r12� = �− � if 	�r̂12� � r12 � � ,

0 if r12 � � ,
� �3�

where � is the range and � the strength of the attractive
interaction. According to Eq. �3�, the attractive pair interac-
tion outside the hard core is spherically symmetric and con-
tains no explicit anisotropic terms.

The model defined by Eqs. �1�–�3� can be regarded as a
generalization of the square-well model for simple fluids
��=1� to molecular fluids ���1�. Evans et al. �56� intro-
duced a similar model consisting of an arbitrary hard non-
spherical core embedded in a spherical square well. This
choice, however, may lead to a gross overestimation of the
range of the attractive interactions for highly nonspherical
molecular cores. The model of Evans et al., with the explicit
consideration of orientational degrees of freedom, has been
applied to the study of nematic liquid crystals with the hard
core taken to be either an ellipsoid or a spherocylinder
�57–61�. In a more recent study �54�, the generalized square-
well model defined in Eqs. �1�–�3� has been considered to
study the stability of the smectic phase in fluids of prolate
molecules with L /D=5, restricting the range of the attractive
interactions to values D���L. As reported in Ref. �54� the
model exhibits smectic behavior at fluid densities for a range
of values 1.3D
�
4.1D. Interestingly, for longer attractive
ranges smectic ordering is destabilized and the nematic
phase dominates the fluid region of the phase diagram.

In this work, we consider parallel oblate molecules de-
fined by an aspect ratio L /D=0.1 and different values of the
range of the attractive interactions L���D. This is ex-
pected to be a fair �albeit very simplified� representation of
the attractive interactions arising from the aromatic central
section of discotic molecules. We should stress that if the
attractive interactions were fully neglected ��=L�, the
present model would reduce, under an anisotropic scaling, to

FIG. 1. Generalized square-well model. Molecules consist
of a hard oblate core with ellipsoidal symmetry. L is the molecular
length along the symmetry axis, and D is the diameter. For
oblate molecules L�D. The attractive interaction is represented by
a square well of range �. According to the geometry of the model,
�=L would correspond to a purely hard ellipsoidal molecule. In
this work, we limit ourselves to values of the range parameter
L���D—i.e., ��� /D�1, where �=L /D is the aspect ratio.
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a system of hard spheres. Obviously, columnar ordering is
not expected in such limit. The question of whether columnar
or crystalline structures are promoted when the attractions
are explicitly included is far from trivial and is the subject of
this work.

III. DENSITY FUNCTIONAL THEORY

Let us consider a system of disklike molecules in a
volume V at a temperature T interacting through the pair
potential defined in the previous section. The thermodynamic
properties and phase behavior of the system can be analyzed
in terms of the Helmholtz free energy. As we are primarily
concerned with columnar ordering, we adopt a density func-
tional approach for nonuniform fluids, in which the equilib-
rium one-particle distribution function ��r� is obtained by
minimizing the free-energy functional F���. Considering the
form of the intermolecular interactions given in Eq. �1�, the
free energy can be divided into two parts: F���=Frep���
+Fatt���. Frep is the contribution to the free energy arising
from the repulsive interactions. For the molecular model un-
der consideration, this term will correspond to the free en-
ergy of a system of parallel hard �oblate� ellipsoids. On the
other hand, Fatt stands for the contribution to the free energy
arising from the attractive interactions. The repulsive part
can be expressed in terms of the ideal gas contribution and a
configurational part:

Frep��� = kBT� dr ��r��ln��3��r�� − 1	 + �FPHE��� , �4�

where kB is Boltzmann’s constant, � is the thermal de Bro-
glie wavelength, and �FPHE is the configurational part of the
free energy of a system of PHE’s. This excess contribution is
not known, so that further approximations must be made. A
simple local density approximation is not expected to be ap-
propriate to describe the highly oscillatory density profiles
that characterize the columnar phase. Following the underly-
ing ideas of the nonlocal density approach set by Tarazona
�62�, we consider that �FPHE��� for the inhomogeneous fluid
can be approximated by the excess free energy of an equiva-
lent uniform fluid evaluated locally at a coarse-grained den-
sity �̄�r�—i.e.,

�FPHE��� =� dr ��r���PHE„�̄�r�… , �5�

where ��PHE is the excess free energy per particle of a ho-
mogeneous system of PHE molecules. The coarse-grained
density �̄�r� incorporates information about local variations
in ��r� and is at each point a nonlocal functional of the
one-particle distribution function ��r�. There is no unique
way to define �̄�r� in terms of the physical density ��r�.
Tarazona �55� has considered the following definition for a
nonuniform system of hard spheres �HS’s�:

�̄HS�r� =� dr� �HS�r��w�
r� − r
; �̄HS� , �6�

where w�r ;�� is a normalized weighting function. Within the
WDA, it is assumed that the weighting function can be ex-

pressed as a quadratic expansion in powers of the density:

w�r;�� = w0�r� + w1�r�� + w2�r��2. �7�

Explicit expressions of the wi functions can be found else-
where �see, for instance, Refs. �63� and �64��. An alternative
definition of the coarse-grained density �̄ was earlier pro-
posed by Tarazona �62� using a zeroth-order approximation
for the weighting function—i.e., w�r�=w0�r�. This is usually
referred to as the smoothed-density approximation. Within
the SDA, w�r� does not depend explicitly on the density and
the calculation of �̄ from Eq. �6� is straightforward. The cal-
culation of �̄ through Eqs. �6� and �7� within the WDA is
more demanding. Nonetheless, the WDA is expected to pro-
vide a better description of dense systems in which the par-
ticle density varies strongly �55�.

In order to proceed, one should note that a system of
PHE’s can be transformed into a system of HS’s by a simple
anisotropic scaling of the Cartesian coordinates. Using this
transformation, the distribution functions for the PHE system
can be simply obtained from the corresponding distribution
functions of a system of hard spheres. Using this transforma-
tion, the definition of �̄ for HS’s given in Eq. �6� can be
easily generalized to define a coarse-grained density for the
PHE system �54,63� as

�̄�r� =� dr� ��r + S−1r��w„
r�
;��̄�r�… , �8�

where S is the �diagonal� tensor with components
(1,1 , ���−1) that defines the coordinate transformation. An
additional consequence of this mapping is that the free en-
ergy of the PHE system is simply given by that of a HS
system at the same packing fraction. Using the quasiexact
Carnahan-Starling expression gives

��PHE��� = kBT
4� − 3�2

�1 − ��2 , �9�

where �=�0v0 is the packing fraction and �0 the average
number density.

Finally, the attractive contribution to the free energy is
treated at a mean-field level and is given by

Fatt��� =
1

2
� dr dr� ��r���r��uatt�
r − r�
� . �10�

For a system of parallel molecules, such as the one con-
sidered here, the simplest fluid phase corresponds to the
nematic phase. In this case, there is no translational order:
the phase is spatially uniform and the one-particle distribu-
tion function reduces to the average number density—i.e.,
��r���0. In addition, �̄�r�=�0. The free-energy functional of
the nematic phase becomes a function of the number density
�and the temperature� and is explicitly given by

FN

V
= fN = kBT�0�ln��3�0� − 1� + �0��PHE��0� +

1

2
�0

2hatt,

�11�

where
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hatt = −
4�

3
���3 − �D3 + �

�D2 − �2�3/2

�1 − �2�1/2 
 . �12�

In this work we are primarily concerned with the stability
of columnar ordering. Recall that the z axis is taken along the
common direction of alignment of the molecular axes. The
density within the columns is assumed to be uniform, and
therefore �=��R� with R= �x ,y�. After integration along z in
Eq. �10� the attractive contribution to the free energy �per
unit volume� fatt can be written as

fatt =
1

2A
�

A

dR ��R�h�R� , �13�

where A is the section of the system in the x-y plane. We
have defined

h�R� =� dR� ��R��ūatt�
R − R�
� , �14�

with

ūatt�R� = �
−�

�

dz uatt��R2 + z2� �15�

and R2=x2+y2. Using the expression for uatt given in Eq. �3�
and performing the integration in Eq. �15� one obtains

ūatt�R� = �− 2��zmax�R� − zmin�R�� if R � Rmax,

0 if R 
 Rmax,
� �16�

where

zmin
2 �R� = �2�D2 − R2�, zmax

2 �R� = �2 − R2, �17�

Rmax
2 = ��2 − L2�/�1 − �2� .

Recall that we are limiting ourselves to the case L���D.
We finally arrive at the following expression for the free-
energy functional �per unit volume� for the columnar phase:

f��� =
1

A
�

A

dR� �R��kBT �ln��3��R�� − 1	

+ ��PHE„�̄�R�… +
1

2
h�R�� . �18�

By functional minimization of the free energy �18�, one
obtains the equilibrium density ��R� at each input value of
the temperature T and average number density �0. For nu-
merical convenience we assume that the columns are ar-
ranged in a two-dimensional triangular lattice with lattice
parameter d �distance between neighboring columns� and ex-
press ��R� as a superposition of three density waves:

��R� = �0C exp���
i=1

3

cos�ki · R�� , �19�

where C is a constant that follows from the normalization
condition 1/A�A dR ��R�=�0; ki �i=1,2 ,3� are the
reciprocal-lattice unit cell vectors k1=k�1,1 /�3�,
k2=k�−1,1 /�3�, k3=k�0,2 /�3�, with k=2� /d; and � in Eq.

�19� is a measure of the inverse width of the density peaks
and is used here as the columnar order parameter. A value
�=0 corresponds to the uniform nematic phase, whereas val-
ues ��0 correspond to the �hexagonal� columnar phase.

When ��R� from Eq. �19� is inserted into Eq. �18�, the
free energy per unit volume becomes a function of the co-
lumnar order parameter � and the lattice parameter d—i.e.,
f = f�T ,�0 ;� ,d�. It is straightforward to obtain the explicit
expression for �̄�R� and h�R� in terms of � and d:

�̄�R� = �̄0�R� + �̄1�R��̄�R� + �̄2�R��̄2�R� , �20�

where

�̄i�R� = �i�0C�
0

�

dR� R�w̄i�R���
0

2�

d��

�exp���
i=1

3

cos�ki · �R + R���� , �21�

with

w̄i�R� = �
−�

�

dz wi��R2 + z2� , �22�

�R� ,��� are the polar coordinates of vector R�, and

h�R� = �0C�
0

�

dR� R�ūatt�R���
0

2�

d��

�exp���
i=1

3

cos�ki · �R + R���� . �23�

Within the SDA scheme, Eq. �20� reduces to a much sim-
pler form �̄�R�= �̄0�R� if one recalls that w1=w2=0 under
this approximation.

At given values of the average density �0 and temperature
T, the equilibrium properties are obtained by minimizing f
with respect to the columnar order parameter � and the lat-
tice parameter d using Powell’s method �65�. Solutions with
�=0 correspond to the nematic phase, and those with ��0
and d�0 correspond to the columnar phase. Once the free
energy is obtained from the minimization procedure, the
chemical potential � and the pressure P follow from the
thermodynamic relations �= ��f /��0�T and P=−f +�0�. Fi-
nally, the densities of the nematic and columnar phases at
coexistence can be obtained at each temperature by solving
the coexistence conditions of equality of the pressure and
chemical potential in both phases.

IV. RESULTS

Before minimizing the free energy and solving the coex-
istence conditions for given sets of the potential parameters �
and L /D, we decided to check whether the nematic phase
becomes unstable relative to a two-dimensional density wave
modulation at fluid densities. This was accomplished by per-
forming a bifurcation analysis �66�. We consider a density
modulation in the x-y plane of the form
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� = ��R� = �0�1 + � cos�qR cos ��� , �24�

where q is the magnitude of the wave vector of the modula-
tion along an arbitrary direction q �here, taken parallel to the
x axis�, � is the angle between q and the two-dimensional
vector R, and � is a small �bifurcation� parameter ��=0 in the
nematic phase�. Expanding the free energy per unit volume
around �=0 up to second order in � gives

f�T,�0;q,�� = f0�T,�0� + f2�T,�0;q��2, �25�

where f0 is the free energy of the nematic phase as given in
Eq. �11�, and

f2 =
1

2
� �2f

��2�
�=0

. �26�

Note that the linear term in Eq. �25� is identically zero due to
the stability conditions. For a given temperature, the density
at the bifurcation point �* is the density at which the nematic
phase becomes unstable with respect to a density modulation
of the type given in Eq. �24�. The line of bifurcation points
follows from the conditions �66�

f2�T,�*;q*� = 0,
�f2

�q
�T,�*;q*� = 0, �27�

where q* is the magnitude of the wave vector at the bifurca-
tion point. As a check of consistency, we first verified that in
the absence of attractive interactions, our model does not
stabilize columnar ordering at fluid densities.

We show in Fig. 2 the limits of stability of the nematic
phase against a columnarlike density modulation in the
pressure-temperature plane for a system of oblate ellipsoidal
molecules with aspect ratio L /D=0.1 and different values of

the range of the attractive interactions L���D as obtained
within the WDA. For each value of �, the columnar phase
extends over the low-temperature side of the corresponding
curve in Fig. 2. As the nematic-columnar transition is first
order, the bifurcation lines do not exactly correspond to the
transition lines. The latter are obtained by solving the coex-
istence conditions of equality of the pressure and chemical
potential in both phases. Our density functional theory does
not incorporate the description of the solid phase, so that the
stability of the columnar phase relative to a crystalline struc-
ture could not be proven. A useful guide, however, is pro-
vided by the limiting case �=L in which there are no attrac-
tive interactions and the system maps onto a system of hard
spheres. According to Hoover and Ree �67�, the fluid-solid
�F-S� transition in a system of hard spheres takes place at a
pressure �Pv0�FS=6.12 kBT and packing fractions �F=0.494
and �S=0.545. The corresponding fluid-solid transition line
has been included in Fig. 2. For the generalized square-well
model, the explicit consideration of the attractive interactions
is expected to shift the melting line to lower pressures and
densities. Although the extent of this shift is unkown, we can
safely state that the melting line for hard spheres provides an
upper limit for the stability of the fluid phase relative to the
solid in the generalized square-well model.

For the smallest value � /D=0.2, �cf. Fig. 2� it is seen that
the columnar phase becomes stable relative to the nematic
phase at low temperatures. At these temperatures, however,
the density of the columnar phase was found to be very high.
It seems plausible that full crystallization preempts the for-
mation of the columnar phase in this case. When the square
well range is increased, the theory predicts that the columnar
phase becomes stable over a progresively larger region. As
was found for the generalized square-well model for prolate
molecules, we observe that this trend does not hold for arbi-
trarily large �, but is reversed for values of � /D larger than
�0.50. Ultimately, the bifurcation equations were found to
have no physical solution for values � /D�0.84. According
to this, the columnar phase is unstable relative to the nematic
phase if the attractive interactions are too long ranged.

A further conclusion that can be drawn from Fig. 2 is that
the columnar phase is not stable at arbitrarily high tempera-
tures �or pressures� for any value of the range of the attrac-
tive interactions; it must be bounded by a nematic-columnar-
solid triple point. Above this triple point, the solid would
melt directly into the nematic phase. This is as expected if
we bear in mind that in the high-temperature regime the at-
tractive interactions become progressively less important
�relative to the repulsive interactions� and the generalized
square-well model must eventually exhibit the behavior ex-
pected for a system of hard spheres. The intersection of the
nematic-columnar bifurcation line with the melting line for
hard spheres provides an upper limit for the location of this
triple point for each value of �.

Several series of simulations were performed for the gen-
eralized square-well model in order to test some of the the-
oretical predictions. Constant NPT Monte Carlo simulations
have been carried out. A total of N=1600 oblate molecules
with aspect ratio L /D=0.1 were considered, and the range of
the square well was fixed at a value � /D=0.5. For this model
parameters, our density functional theory predicts a first-

FIG. 2. Bifurcation curves showing the limit of stability of the
nematic phase with respect to a density modulation in the x-y plane
�perpendicular to the nematic director� for a system of parallel ob-
late hard ellipsoids with aspect ratio L /D=0.1 and different values
of the range � /D of the attractive well in the pressure-temperature
plane. The columnar phase corresponds in each case to the low-
temperature region. The dashed line represents the fluid-solid
boundary line for the case �=L �hard spheres�. The pressure and the
temperature are given in reduced units P*= Pv0 /�, and T *=kBT /�.
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order nematic-columnar transition and a bounded region of
columnar stability. The simulations were carried out in a
cuboidal box with usual periodic boundary conditions ap-
plied to the x, y, and z directions. For the homogeneous
nematic phase, the pressure was kept constant by performing
isotropic volume fluctuations of the box. Two such trial
moves were performed per cycle. When simulating the crys-
tal or columnar phases, our constant-pressure algorithm was
modified in order to allow for independent fluctuations of the
box sides Lx, Ly, and Lz, but keeping the simulation box
orthorhombic. When simulating phases with positional order,
performing anisotropic volume fluctuations is crucial in or-
der to avoid any unbalanced strain on the system. An attempt
to change independently each of the box sides �chosen at
random� was attempted per cycle. In all cases, each cycle
consisted in N additional attempts to displace the particles.
For a typical simulation run, we allowed the system to equili-
brate for 2�105 Monte Carlo cycles and averages were col-
lected for about 105 additional cycles. Close to a phase tran-
sition, the corresponding order parameter was seen to be
subject to sluggish fluctuations. The length of the simulations
in these cases was extended further until equilibrium was
safely reached.

Two series of simulations were performed for each tem-
perature. The first �expansion� series was started from a
body-centered orthorhombic lattice with lattice vectors
a= �a ,0 ,0�, b= �0,b ,0�, and c= �0,0 ,c�. The axial vectors of
the molecules were all pointing along the z axis and re-
mained parallel to each other in the course of the simula-
tions. This configuration was well equilibrated �about
5�105 cycles� at sufficiently high pressure. The equilibrated
crystalline configuration was then slowly expanded at con-
stant temperature in small steps in pressure. The second
�compression� series was started from the same initial crys-
talline structure, but equilibrated at low pressure. The posi-
tional order in three dimensions is rapidly lost, and the sys-
tem turns nematic. This nematic configuration was well
equilibrated �5�105 cycles� and then slowly compressed by
increasing the input pressure in small steps. Hereafter, the
temperature and pressure are expressed in conventional re-
duced units, T *=kBT /� and P*= Pv0 /�, where v0 is the mo-
lecular volume.

The reduced pressure P* versus packing fraction � as
obtained from constant-pressure Monte Carlo simulations
along three different isotherms �T *=1.5, 1, and 0.75�
is shown in Fig. 3. For each temperature we have included
in the figure data from both the expansion and compression
series of simulations. The expansion series along T *=1.5
was started from a body-centered orthorhombic lattice
equilibrated at P*=18. The equilibrium values of the lattice
parameters at this pressure were a /D=1.0573±0.0013,
b /D=1.4966±0.0029, and c /D=0.1056±0.0002 and the av-
erage packing fraction �=0.6266±0.0014. A different crys-
talline structure, consisting of a closed-packed AAA stacked
hexagonal lattice, was also attempted. When equilibrated at
T *=1.5 and P*=18 this packing was seen to be unstable and
rapidly evolved to a body-centered orthorhombic structure.
No other crystalline structures were attempted. We also note
that a body-centered orthorhombic crystal has been reported
by Caprion et al. �41� in their simulations of the solid phase
of discotic Gay-Berne molecules.

As seen in Fig. 3, the expansion of the orthorhombic crys-
tal phase at T *=1.5 is accompanied by a first-order transition
at a pressure P*=3.35±0.15 with an associated small but
distinguishable discontinuity in the density. It will be shown
below that the solid melts at this pressure into an hexagonal
columnar phase. Upon further expansion of the system, a
second transition is seen to take place at P*=1.35±0.05,
again accompanied by a distinct jump in the density. At this
pressure the columnar phase gives way to a nematic liquid.
The same sequence of phase transitions was seen along the
expansion series for the other temperatures considered, the
only difference being that the values of the transition pres-
sures are correspondingly lower for decreasing temperature.
We have also included in Fig. 3 the simulation data obtained
by compressing the nematic liquid. At all the temperatures
considered here, the nematic liquid phase was seen to un-
dergo a first-order transition to a hexagonal columnar system
at slightly higher pressures than those observed in the expan-
sion series. Increasing the pressure of the columnar phase at
constant temperature eventually gave way to the partially
crystallized solid phase. As might have been anticipated, the
transformation of the columnar phase into a perfect crystal-
line structure did not proceed along a reversible path and
showed significant hysteresis.

We also include in Fig. 3 the equations of state for the
nematic and columnar phases predicted by our density func-
tional theory at the temperatures considered here. The corre-
sponding properties at nematic-columnar coexistence have
been collected in Table I and compared with our simulation

FIG. 3. Equation of state of the generalized square-well model
for oblate molecules with aspect ratio L /D=0.1 and square-well
range � /D=0.5 along several isotherms showing nematic, colum-
nar, and crystalline phases. From top to bottom, the temperatures
are T *=1.5 �squares�, 1 �diamonds�, and 0.75 �circles�. Open sym-
bols correspond to Monte Carlo results obtained upon expansion of
a crystalline structure, and solid symbols are Monte Carlo results
obtained compressing a nematic fluid. The curves are the theoretical
predictions from the weighted-density approximation �solid lines�
and from the smoothed-density approximation �dashed lines�.
The inset shows the nematic-columnar transition on a magnified
scale. The pressure and temperature are given in reduced units
P*= Pv0 /�, and T *=kBT /�; � is the packing fraction.
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estimates. The overall agreement between simulation and the
WDA is quite satisfactory. As shown in Fig. 3, the predicted
branch of the columnar equation of state falls slightly below
the simulation data, the difference becoming increasingly im-
portant with decreasing temperature. The equations of state
calculated within the SDA have also been included in Fig. 3.
For all the temperatures considered here, the SDA is seen to
predict a nematic-columnar transition but grossly underesti-
mates the transition pressure. In addition, the density discon-
tinuity at the transition is found to be too large when com-
pared with the simulation data.

The nature of the different phases was assessed by moni-
toring the average value of appropriate order parameters dur-
ing the simulations. Translational order along the z axis was
probed by calculating the ensemble average of the magnitude
of the leading Fourier component of the particle density
along z �68�:

��q� =
1

N
��

j=1

N

exp�iqzj�� , �28�

where q=2� /dz is the wave vector associated with the den-
sity wave along the z axis, dz is the corresponding wave-
length, and zj is the z coordinate of the center of mass of
particle j. The above expression was evaluated for a discrete
set of values of q, and the translational order parameter along
z��� was identified with the first maximum in the values of
��q�.

Hexagonal order in the x-y plane was probed during
the simulations through the calculation of the ensemble
average of the �hexagonal� bond orientational order
�6= �1/N��i�6�ri�, where �6�ri�=� jW�rij�exp�i6�ij� is the
local in-plane bond order around a molecule at position ri.
Here, �ij is the angle between the x-y projection of the inter-
molecular vector rij and an arbitrary fixed direction. The
weight function W�rij� is defined such that only nearest
neighbors contribute to the local bond order. The crystal
phase is characterized by ��0 �in addition, �6�0 if the
projection of the crystalline layers onto the x-y plane have
hexagonal or nearly hexagonal symmetry�; for the hexagonal
columnar phase we expect �=0, �6�0; and for the nematic
phase �=0, �6=0.

We show in Figs. 4 and 5 the variation of the translational
order parameters � and �6 upon expansion of the crystalline

structure along three different isotherms. According to Fig. 4
the system maintains the translational order along the z axis
for all packing fractions �
0.45; in addition, �6 was seen to
take on values larger than 0.62 in this region, so that the
system remains crystalline over this range of densities with a
nearly hexagonal arrangement of the molecular centers of
mass in the x-y plane. Below �=0.45, the translational order
along z is lost ���0�, but the hexagonal order in the x-y
plane is preserved �see Fig. 5�. Therefore, the crystal melts
into a hexagonal columnar phase. According to the data in-
cluded in Fig. 3, the transition is first order. Interestingly, no
density jump has been observed at the crystal-columnar
phase transition in previous simulations of disklike mol-
ecules �29,30�. As mentioned before, a further first-order
transition is observed in our simulations at lower pressures.
From Fig. 5 we infer that this transition involves melting of
the columnar phase into a nematic liquid at packing fractions
that are temperature dependent. The density range over
which columnar ordering is observed broadens with decreas-
ing temperature. No smectic-A phase ���0, �6=0� was ob-
served at any of the temperatures investigated here. This be-

TABLE I. Values of the reduced pressure P*= Pv0 /� and packing fractions �=�0v0 at the nematic-columnar �N-Col� transition for several
values of the reduced temperature T*=kBT /� for a system of parallel oblate molecules with aspect ratio L /D=0.1 and range of the attractive
interactions �=0.5D. Simulation data are estimates based on the NPT Monte Carlo expansion series �see text for details�. Theoretical values
are predictions from density functional theory within the weighted-density approximation �WDA� and the smoothed-density approximation
�SDA�.

Simulation WDA SDA

T* P* �N �Col P* �N �Col P* �N �Col

3.0 8.55�5� 0.414�3� 0.430�5� 7.309 0.393 0.412 3.501 0.308 0.366

1.5 1.35�15� 0.301�3� 0.313�3� 1.263 0.284 0.314 0.706 0.221 0.335

1.0 0.35�5� 0.245�4� 0.273�4� 0.316 0.193 0.260 0.128 0.108 0.399

0.75 0.06�3� 0.15�3� 0.23�3� 0.088 0.111 0.271 0.013 0.018 0.454

FIG. 4. Translational order parameter � along the z axis for a
system of oblate molecules interacting via the generalized square-
well model with parameters L /D=0.1 and � /D=0.5 in the neigh-
borhood of the solid-to-columnar transition. Data are obtained from
Monte Carlo expansion series at different reduced temperatures T *

labeled on the plot.
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havior contrasts with that of parallel cut spheres for which
computer simulation shows that the smectic-A �rather than
columnar� phase becomes stable between the solid and nem-
atic phases �31�.

Additional information on the structural differences of
the various phases was obtained through the computation of
the pair distributions gz�z� and gxy�R�. The columnar
distribution function gz�z�, with z= 
zi−zj
, provides informa-
tion of positional correlations along the director between mo-
lecular pairs i-j within the same column. In practice, mol-
ecules i and j were considered to belong to the same column
if R= ��xi−xj�2+ �yi−yj�2�1/2 was less than a cutoff value of
0.6D. On the other hand, the perpendicular distribution func-
tion gxy�R� probes the correlations of molecular pairs in a
plane perpendicular to the director. These distributions are
presented in Fig. 6 for representative state points along the
isotherm T *=1.5. At high pressure �P*=18�, gz�z� exhibits a
strong oscillatory behavior with nearly constant peak inten-
sities at long distance characteristic of the solid phase. On
the other hand, gz�z� is found essentially structureless at low
pressure �P*=1�, with translational correlations that are
rapidly lost beyond z /D�0.5. At a value of the pressure
P*=2.6, gz�z� shows an intermediate behavior, where the
peak intensities are seen to decrease with increasing separa-
tion z. The absence of long-range positional correlations
within the columns and the slow decay of these correlations
are a clear signature of the one-dimensional liquidlike struc-
ture within the columns. The perpendicular pair distribution
function gxy�R� is strongly peaked in the crystal phase. In
addition to the peak centered at R=0 �due to those molecules
along the c direction of the lattice�, a number of additional
peaks appear at distances R /D compatible with the expected
distances in a body-centered orthorhombic structure. In the
columnar phase gxy�R� exhibits three broad peaks at dis-
tances R /D=d ,d�3,2d corresponding to the hexagonal
packing of the columns, where d is the distance between
neighboring columns.

The hexagonal arrangement of the columns in the colum-
nar phase is clearly illustrated in Fig. 7, where we show
the x-y projection of the molecular centers of mass corre-
sponding to the final configuration obtained at the thermody-
namic conditions T *=1.5 and P*=2.6. The distance between
neighboring columns at these conditions was found to be
d /D=1.125±0.005. This value is to be compared with the
value d /D=1.158 predicted by the WDA at this state point.
The variation of the density ��x ,y� at a fixed value of y
�shown in Fig. 7 by the horizontal line� is presented in Fig. 8
at a representative columnar state point �T *=1.5, P*=2.6�.
For comparison, we have included in Fig. 8 the prediction of
the WDA at these conditions. The agreement can be consid-
ered quite remarkable.

As noted before, the region of stability of the columnar
phase must be bounded by a nematic-columnar-solid triple
point. An upper limit for this triple point is provided by the
intersection of the nematic-columnar bifurcation line and the

FIG. 5. Hexagonal order parameter �6 in the x-y plane for a
system of oblate molecules interacting via the generalized square-
well model with parameters L /D=0.1 and � /D=0.5 in the neigh-
borhood of the columnar-to-nematic transition. Data are obtained
from Monte Carlo simulations at different reduced temperatures T *

labeled on the plot.

FIG. 6. �a� Columnar distribution function gz of molecular pairs
along the director �z axis� as a function of the scaled separation z /D
parallel to the director and �b� perpendicular distribution function
gxy of molecular pairs as a function of the scaled separation R /D in
the x-y plane. The distribution functions are obtained from simula-
tion at T *=1.5 and at reduced pressures of 18 �orthorhombic crys-
tal�, 2.6 �columnar phase�, and 1 �nematic phase�.
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melting boundary line for hard spheres. According to Fig. 2,
both lines cross at a value of the reduced temperature
T *=4.27 for L /D=0.1 and � /D=0.5. Several exploratory
simulation runs were performed expanding a crystal structure
along different constant-temperature paths at high tempera-
tures to test this prediction. We show in Fig. 9 the variation
of the order parameters � and �6 with packing fraction at
temperatures T *=3 and 3.5. At T *=3 the crystal phase melts
into a columnar phase at P*=9.5 and the latter into the nem-
atic phase at P*=8.55±0.05. As shown in Fig. 9, columnar
ordering at T *=3 is seen over a narrow range of densities
when the crystal is expanded. As no free-energy calculations

have been performed in this work, it is difficult to assess the
stability of the columnar phase at this temperature. At higher
temperature T *=3.5, both � and �6 vanished simultaneously
at P*=11.25±0.25. At this temperature, the solid phase melts
directly into a nematic fluid with no intermediate columnar
phase.

We summarize our results of the generalized square-well
model with parameters L /D=0.1, � /D=0.5 in Fig. 10 where
the phase diagram of the model is depicted in the
temperature-density and pressure-temperature planes. The
theoretical predictions are restricted to the phase boundaries

FIG. 7. Snapshot showing the projection of the molecular cen-
ters of mass onto the x-y plane of a system of N=1600 disklike
molecules with L /D=0.1 interacting via the generalized square-
well model with attractive range � /D=0.5 as obtained from
constant-pressure MC simulation at T *=1.5 and P*=2.6. At these
conditions, the system exhibits columnar ordering with a hexagonal
arrangement of the columns.

FIG. 8. Density profile ��x�=��x ,y0� in the hexagonal columnar
phase �T *=1.5, P*=2.6� for a fixed value y=y0 �indicated in Fig. 7
by the horizontal line�. The solid curve corresponds to the profile
obtained from simulation and the long-dashed line to the profile
predicted by the WDA.

FIG. 9. Simulation data for the order parameters � �circles� and
�6 �squares� as a function of packing fraction � at high reduced
temperatures. At T *=3.5 �solid symbols�, the crystal phase �Cr�
melts into a nematic �N� liquid. At T *=3 �open symbols�, there is a
columnar phase between the crystalline and nematic phases.

FIG. 10. Phase diagram in the temperature-density plane for the
generalized square-well model with parameters L /D=0.1 and
� /D=0.5 as obtained from density functional theory: solid lines,
WDA; dashed lines, SDA. The open symbols are estimates of the
nematic-columnar transition densities from simulation �expansion
runs�, and the solid symbols indicate the limit of mechanical stabil-
ity of the crystal phase upon expansion. The inset shows the phase
diagram in the pressure-temperature plane.
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of the nematic-columnar transition �recall that the description
of the solid is not included in our theoretical approach�. The
nematic-columnar transition is predicted to be first order
with a nearly constant density discontinuity at the transition
except at low temperatures, where the biphasic region broad-
ens significantly. Coexistence between two nematic phases
with different densities is also predicted by the theory at low
temperatures below a critical temperature Tc

*=0.341. How-
ever, the corresponding boundary lines lie inside the biphasic
nematic-columnar region. Nematic-nematic coexistence is
therefore metastable for this choice of parameters. Estimates
of the coexisting densities from simulations �expansion se-
ries� have been included in the figure.

V. CONCLUSION

We have considered a simple molecular model appropri-
ate to thermotropic discotic liquid crystals. The model is a
generalization of the square-well model of simple fluids but
including a nonspherical hard core. Here, we have consid-
ered the case in which the hard core has ellipsoidal symmetry
and studied the stability of the columnar phase for systems of
�oblate� parallel molecules. The system has been investigated
in the light of a density functional theory within the
weighted-density approximation, which is appropriate for
strongly inhomogeneous fluid phases. When the attractive
interactions are switched off, the model maps onto the hard-
sphere model and no columnar phase is expected. From our
theoretical analysis, this seems also to be the case when the
range � of the attractive well is small. In such cases, colum-
nar ordering is promoted but at densities where the solid is
more likely to be thermodynamically stable. This could not
be definitely proven, as our formalism does not describe the
solid phase. Nonetheless, our theoretical approach shows that
increasing the range of the attractive interactions leads to a
columnar phase at typically fluid densities. Increasing the
range of the attractions increases the region over which the
columnar phase is stable relative to the nematic phase. This
trend, however, reverses at some intermediate value of �, and
eventually columnar ordering becomes unstable at all tem-
peratures. These findings lead us to conclude that attractive
interactions are needed in the present model to stabilize the
columnar phase, but they should not be too long ranged. A

further conclusion is that the columnar region is bounded at
high temperature by a nematic-columnar-solid triple point.

Some of the above predictions have been tested by com-
parison with simulations for a given set of model parameters.
For molecules with aspect ratio L /D=0.1 and range of the
attractive well � /D=0.5, our simulation data along a number
of isotherms confirm the existence of a columnar phase be-
tween the solid and nematic phases. The free energy of the
different phases was not computed, but the espontaneous for-
mation of the columnar phase over a wide range of densities
both expanding a high-density crystal and compressing a
low-density nematic fluid confirms the stability of columnar
ordering. As predicted by our theoretical calculations, we
have also confirmed that the columnar phase is not stable at
high temperatures. No smectic-A phase is observed in our
simulations.

The simulation data show that the crystal-columnar and
columnar-nematic transitions are first order. The theoretical
predictions for the coexistence pressures and densities at the
nematic-columnar transition are in fairly good agreement
with the simulation estimates. It is to be remarked that a
closer quantitative agreement with simulation results is only
found when the weighted-density approximation is used: the
nematic-columnar transition is predicted to be too strongly
first order when using the smoothed-density approximation.

It would be of interest to investigate to what extent the
phase behavior of the generalized square-well model is
modified when orientational fluctuations are allowed for. We
are currently considering a generalization of the density
functional theory to systems of freely rotating molecules.
Simulations of this more general case are also under way,
and we hope to present the results of this investigation in the
near future.
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